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**Introduction**

The objective of robotic path planning is to find a feasible path for a mobile robot to move between two points in an unknown environment while optimizing travel time, energy expenditure or other application-relevant metrics. This paper is a review of representation techniques from recent literature. Hardware/software tradeoffs and requirements associated with the techniques, which affect the cost of implementation, are discussed when possible. There are several autonomous mobile robot platforms available commercially; however, the path planning algorithms and representations they use are not available in public.

To compute a path, it is necessary to represent the robot’s physical environment in a computer. Any such representation must address at least four primary concerns – time, space, determinism and worldview. Other considerations such as maintainability, information adequacy, efficiency and scalability are also useful when evaluating a representation. This paper focuses on discrete-time representations since they are best suited for digital implementation. The building blocks, or basic methods, for representation are *Occupancy Grid Maps*, *Geometric Maps* and *Landmark-based Maps* [1]. Any combination of these is also a valid representation [2].

**Occupancy Grid Maps**

An Occupancy Grid Map (OGM) is a two-dimensional, discrete space, stochastic, global-observer model of a robot’s environment. In this scheme, the world is viewed as a collection of cells; each cell is assigned a probability of occupancy that represents the presence of obstacles. The occupancy values are periodically updated using sensor data and Bayes’ Rule. While scalability is a concern for OGM, the simplicity and maintainability of the representation make it an attractive choice.

An OGM can be stored as an array of floating point numbers or as a graph [2]. If the world has sparse obstacles, the graph model would be dense. Adjacency matrix representations are recommended for dense graphs [3]. The number of cells in the OGM grows quadratically with linear increase in the spatial resolution of the cells. Thus, it is necessary to select a suitable cell size to trade-off spatial resolution and memory usage. To mitigate this storage problem, [2] proposes the use of k-d tree structures to encode the array of cells. This decreases the space usage from to . However, the time to access a cell increases from to [3]. Again, it is necessary to select the data structure to trade-off responsiveness of the robot with memory usage.

The Bayesian update procedure time is known to be exponential in the number of cells over which the sensor range spans [4]. This is prohibitive when spatial resolution is increased. Earlier work in OGM reduced this computation to time by assuming independence of cells but this assumption introduced error [4]. Recently, an approximation presented in [4] was shown to have a peak Kullback-Leibler divergence of 0.1 from the ideal Bayesian update, making at a closer approximation than previous work by a factor of 5.

**Geometric Maps**

A Geometric Map is a continuous space, stochastic, global-observer representation that eliminates the positional quantization error that is inherent in discrete space representations [5]. Current applications include using LIDAR point cloud data to synthesize a 3D model with Delaunay Triangulation. This can be completed in time and space [6]. The representation can be updated for new obstacles using the C++ CGAL library, which performs 3D operations on polyhedra in time [7]. However, computations are still non-trivial for large sets of data and detract from real-time performance. [8]. Furthermore, the CGAL library and its dependencies require over 1 GB of storage [7]. Thus, geometric mapping is not intended to be implemented embedded platforms [1], [8].

**Landmark-Based Maps**

A landmark-based map is a continuous space, deterministic, global-observer model of a robot’s environment that is concerned with precisely locating obstacles. One way to represent the environment is with a meromorphic complex-valued function of a complex variable. A rational, open loop transfer function, , is an example of such a function from control theory [9]. The mobile robot and obstacles may be modeled as poles of . The destination location may be modeled with zeros of [10]. Given a fixed representation, the computation of a path using Root Locus is equivalent to finding the 0° or 180° level curves of , which can be computed as in [9], [11]. A property of the root locus is that trajectories start at open loop poles (the robot) and end in open loop zeroes (the destination).

**Perception Space Modelling: The Robot’s Perspective**

Perception-Space Modelling (PSM) is a memory-efficient, discrete space, stochastic representation that maintains the perspective of the robot [8]. This representation is useful for reactive or local planning, which focuses on computing collision-avoiding trajectories in real time. A depth imaging camera is used to collect 2D images of the robot environment. Both environmental obstacles and the robot are represented as objects in this image space. The motion controller works by comparing simulated images of the robot following course with real images collected from the depth camera. A multi-core processor with 2 GB RAM was used in to obtain real-time planning results under this representation in [8].
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